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Computational approaches in historical linguistics have made great progress during the
past two decades. As of now, it is much more common to propose subgroupings based on
phylogenetic analyses than on traditional considerations using shared innovations. We
have also seen a drastic increase in openly available datasets that share cognate judgments
for various language families. Thanks to new standardization efforts providing facilitated
access to several dozen comparative wordlists, it seems about time to work on on
improved benchmarks of manually annotated cognates in computational historical
linguistics. In this study, a first effort of this kind is undertaken, by presenting Lexibench,
a preliminary gold standard for computational historical linguistics. Lexibench builds on
the Lexibank repository to extract 63 multilingual wordlists, all manually annotated for
cognacy, that can be used to assess the quality of cognate detection and phylogenetic
reconstruction methods in computational historical linguistics.

1 Introduction
Benchmark datasets play an important role in the evaluation of computational methods
in computer science in general and computational historical linguistics in specific.
Specifically when it comes to the typical tasks that mimic individual steps of the
workflow underlying the traditional comparative method (Meillet 1925), such as
phonetic alignment, cognate detection, and phonological reconstruction (see List 2014),
benchmark datasets are of great importance, since they help us to assess how well the
automated methods that have been proposed so far work in comparison to each other
and in comparison to experts annotating the data manually.
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In the following, we will describe initial efforts to make use of recently published
standardized data collections in order to establish a new benchmark database consisting
of annotated multilingual wordlists that can be used to test and compare existing and
new approaches in computational historical linguistics. This endeavor, the Lexibench
collection of benchmark data for computational historical linguistics, should be
considered as work in progress, since we are currently still testing the best ways to create
the database, discussing what datasets to include, which statistics to compute, and how
to make sure that datasets conform to our expectations. In the following, we will give
a short backgrounds on the role of benchmark datasets in historical linguistics and then
describe, how benchmark data for cognate detection are acquired and curated. After
providing a few examples on the current state of the collection, we conclude by pointing
to future challenges that we hope to address soon.
2 Background
Along with the quantitative turn in historical linguistics, many computational methods
have been proposed to handle long-standing problems in historical language
comparison. These methods include computational approaches to phonetic alignment
(Kondrak 2000, Prokić et al. 2009, List 2014, Kilani 2020), automated methods for
cognate detection (List 2014, Jäger et al. 2017, Dellert 2017), and computational
methods to phylogenetic reconstruction applied to smaller and larger language families
(Gray and Atkinson 2003, Sagart et al. 2019, Dhakal et al. 2024).
While computational methods have improved remarkably over the past two decades,

dedicated benchmarks — that is, gold standard datasets — that would help scholars to
test novel and existing algorithms rigorously, have been rarely proposed so far. Thus,
while the benchmark data for phonetic alignments by by List and Prokić (2014) could
be mentioned as a rare exception, the data has not been further modified or extended
since it was published in 2014. While several smaller benchmarks have been compiled
for individual studies on cognate detection (List et al. 2017, Blum and List 2023),
phonological reconstruction (List et al. 2022a), automated workflows for phylogenetic
reconstruction (Rama et al. 2018, Häuser et al. 2024), or reflex prediction (List et al.
2022b), there have been no efforts to compile and curate benchmark datasets
independently of individual studies that would test novel algorithms.
Standardized lexical data collections have been growing in size during the past

decade, with the Lexibank repository (List et al. 2022c, Blum et al. 2025) providing
standardized multilingual wordlists for more than 2000 language varieties. It therefore
seems that it is time to harvest the available data to establish a first set of multilingual
datasets with manual cognate annotation that can be used as a benchmark to test the
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quality of new and existing methods in historical language comparison that address
problems on cognate detection and phylogenetic reconstruction.
3 Lexibench
The major idea of Lexibench (Häuser and List 2025) is to build upon the Lexibank
repository with its large collection of standardized wordlists to establish a benchmark
dataset that can be used to test existing and new methods in computational historical
linguistics, including methods for automated cognate detection, methods for phonetic
alignment analysis and correspondence pattern identification, and more integrated
methods in which computational workflows for phylogenetic reconstruction are
explored.
Our starting point are those datasets in LexiBank that are supplemented by manually

annotated cognates (assigned to the CogCore part of Lexibank). From this selection,
use an automated workflow to extract multilingual wordlists (§ 3.1), unify the
representation of cognate sets (§ 3.2), split the data by language family (§ 3.3), and then
filtering the data based on basic wordlist properties (§ 3.4).
3.1 Data Extraction
We follow the workflow that was first designed for the handling of the data in Lexibank
by using a base list that offers the most recent versions of all datasets that we want to
include in Lexibench. Based on this list (provided as a TSV file), users can then
download the data in Cross-Linguistic Data Formats (CLDF, Forkel et al. 2018). CLDF
has the advantage of standardizing language names (by linking languages to Glottolog,
Hammarström et al. 2024), concept glosses (by mapping glosses to Concepticon, List
et al. 2025a), and by providing standardized phonetic transcriptions using the Cross-
Linguistic Transcription Systems, a subset of the IPA, that defines existing sounds
explicitly in a generative manner (List et al. 2024, Anderson et al. 2018). As a result,
Lexibench data can be automatically derived from Lexibank data, with minimal data
curation steps required.
3.2 Unifying the Representation of Cognate Sets
Although cognate set representation is standardized in CLDF, the individual cognate
sets provided in Lexibank are pretty diverse. In some cases, cognate sets are assigned
for individual concept slots. This means, that the identifiers only work within the scope
of one concept slot. Ignoring this annotation can lead to confusion and erroneous results.
For example, when treating cognate set identifiers with a local scope –restricted to
individual concept slots — as global, one may easily end up falsely grouping words into
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the same cognate set when their cognate set identifiers recur across different
concepts.For this reason, we apply an automated curation step when creating the
Lexibench collection. All cognate sets are modeled as global cognate set identifiers, but
cognates that span different concepts are not allowed at this stage. In the future, we plan
to extend this representation by adding datasets in which cognates spanning several
different concepts ([as tested, for example, by Wu et al. 2020) are also annotated.
3.3 Splitting Datasets by Language Families
In most approaches, we want to identify cognate sets within individual language
families. Some datasets with annotated cognate sets, however, provide data on several
language families, including at times annotated borrowings or supposed deep genetic
relations. In these cases, we prefer — at least at this stage — to split the data into
individual subsets consisting of only one family per subset. If we manage to keep
Lexibench evolving in the future, we may consider adding specific datasets that help to
identify borrowings across language families (as illustrated by List and Forkel 2022,
and Miller and List 2023), but for now, our focus is on individual language families.
3.4 Filtering Data Based on Wordlist Properties
In order to make sure that our wordlist extraction is reasonable, and that the selection
contains datasets that are apt for basic phylogenetic approaches, we compute basic
statistics for each dataset. These include not only the number of language varieties (we
require that the data contains at least 5 different varieties), or the number of different
concepts (with a minimum of 100 concepts per dataset), but also important
characteristics like the average coverage of a wordlist (List et al. 2018), reflecting the
percentage of concepts for which any pair of languages in a given dataset has entries.
Average coverage is supposed to be important for phylogenetic reconstruction (Sagart
et al. 2019, and also crucial for automated methods for cognate detection, since it
indicates the amount of word pairs that can be compared for individual language pairs.
In our first demo version of LexiBench, we set the threshold for the average coverage
to 0.5.
3.5 Implementation
The major workflow by which data in LexiBench are assembled works in a fully
automated manner. The initial selection of datasets form Lexibank is hand-curated and
can be modified. The selection of subsets of languages, however, is automated using a
Python script that reads in all data, computes basic statistics, and converts the data from
the Cross-Linguistic Data Formats to a tab-separated wordlist in the format required by
LingPy (List and Forkel 2024 and EDICTOR (List et al. 2025b, List and van Dam 2024).
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The Lexibench repository provides a Python script and additional illustrations that
explain how users can replicate the database creation and modify it according to their
own needs.
4 Overview on Lexibench
4.1 Basic Statistics
Lexibench currently assembles data from 65 different datasets from the Lexibank
repository (Version 2.0, Blum et al. 2025). After applying the automated data curation
and selection procedure, by which datasets are split into individual language families,
and basic thresholds for the number of languages, the number of concepts, and the
average coverage of comparative word pairs have been applied, this leaves us with a
total of 63 individual datasets from 27 different language families. The largest dataset
in the sample consists of more than 400 language varieties (abvdoceanic), and the
average number of languages varieties is 34. The largest concept list consists of 994
entries (yanglalo), with an average of 204 concepts per wordlist. The average coverage
of all datasets is considerably high with 0.86, and the datasets have about 1944 cognate
sets on average.
4.2 Cognate Detection Baseline
In order to illustrate and test the usefulness of a benchmark database like Lexibench,
we applied two cognate detection methods to parts of the data in this first version of
Lexibench. The SCA approach uses the Sound Class based phonetic Alignment
algorithm (List 2012a) in order to compute phonetic distances between word pairs,
which are in turn clustered into cognate sets (see List et al. 2017 for a detailed
description). The LexStat approach (List 2012b) adds an additional layer of complexity
to this workflow by computing pairwise sound correspondence probabilities before
computing phonetic distances, thus accounting to some degree for regular sound
correspondences (see also List et al. 2017). While the SCA approach was applied to all
data, the LexStat approach was only applied to those datasets consisting of maximally
50 language varieites, given the increased computation time for larger datasets with the
LexStat approach. Applying a base threshold of a distance of 0.45 for the SCA approach
and of 0.55 for the LexStat approach, we can compute precision, recall, and F-Score,
using B-Cubed scores to evaluate cognate detection performance (Amigo et al. 2009).
The results for this test are shown in Table 1. As can be seen from this table, both

methods perform reasonably well, reaching F-Scores of more than 80%, with the
LexStat approach outperforming the SCA method by 3 points.
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Method Precision Recall F-ScoreSCA 0.89 0.81 0.85LexStat 0.92 0.84 0.88Table1: Results of the cognate detection test on 60 wordlist.
This shows on the one hand that all datasets are in a state that they can be directly

analyzed with the help of software packages like LingPy. On the other hand, it also
shows that the SCA approach in all its computational simplicity provides a good
approximation of expert judgments and can therefore be considered a useful baseline
for future developments in the task of automated cognate detection.
5 Outlook
The Lexibench repository provides one of the largest collections of manually annotated
cognate sets in multilingual wordlists that has been compiled so far. It may therefore
prove useful for all those who want to develop newmethods for computational historical
linguistics, including methods for phonetic alignment, cognate detection, or borrowing
detection. In its current form, however, the repository is still work in progress and
should be used with a certain care. While we are confident that errors in the data have
been minimized, we cannot promise that there won’t be no errors at all with the data. In
the future, we hope we can improve the data further by computing more statistics on the
existing wordlists, testing more methods for cognate detection, establishing a pool of
baseline results, and by improving the workflow for data creation.
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